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Abstract. We present a quantum mechanical framework for defining the statistics of measurements of∫
dt Â(t), A(t) being a quantum mechanical variable. This is a generalization of the so-called full counting

statistics proposed earlier for DC electric currents. We develop an influence functional formalism that
allows us to study the quantum system along with the measuring device while fully accounting for the
back action of the detector on the system to be measured. We define the full counting statistics of an
arbitrary variable by means of an evolution operator that relates the initial and final density matrices of
the measuring device. In this way we are able to resolve inconsistencies that occur in earlier definitions.
We suggest two schemes to observe the so defined statistics experimentally.

PACS. 73.50.Td Noise processes and phenomena – 73.23.-b Electronic transport in mesoscopic systems –
74.40.+k Fluctuations (noise, chaos, nonequilibrium superconductivity, localization, etc.)

1 Introduction

The measurement paradigm in quantum mechanics as-
sumes that a measurement is done instantly [1]. This is in
contrast with a realistic measurement of, say, an electric
current, where the result of measurement is averaged over
a sufficiently long time interval. If one intends to measure a
variable A, the individual measurement gives

∫ τ

0 A(t)dt/τ .
The reason for this is obvious: any measurement has to be
accurate. The integration over time averages over instant
fluctuations of A(t) resulting in a more accurate outcome
of an individual measurement of this sort. The dispersion
of the probability distribution of the outcomes is supposed
to vanish in the limit of τ →∞. This paper focuses on the
problems related to the determination of this probability
distribution, the statistics of the measurement results.

Several years ago Levitov and Lesovik [2–4] made a
significant step in the understanding of this fundamen-
tal issue. They introduced the concept of full counting
statistics (FCS) of electric current and have found this
statistics for the generic case of a one-mode mesoscopic
conductor. The word “counting” reflects the discreteness
of the electric charge. If electrons were classical particles,
one could just count electrons traversing a conductor. The
FCS could be readily defined in terms of the probability
to have N electrons transferred through the conductor
during a time interval τ , Pτ (N). With this distribution
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function one calculates the average current 〈N〉/τ , cur-
rent noise (〈N〉2 > −〈N〉2)/τ and all higher cumulants of
the current. A non-trivial value of interest is the proba-
bility to have big deviations from the average value. This
can be measured with a threshold detector. The probabil-
ity distribution Pτ (N) would be the goal of a quantum-
mechanical calculation.

The operator of electric current through a conductor,
Î, is well-defined in the Fock space spanned by the scat-
tering states of electrons. The initial idea of Lesovik and
Levitov [2] was to define an operator of transferred charge
by means of a seemingly obvious relation

Q̂tr =
∫ τ

0

dt Î(t). (1)

To this operator one applies the general paradigm of quan-
tum measurement [1]: The probability to have a certain
charge q transferred equals the square of the projection of
the wave function of the system on the eigenstate of Q̂tr

with eigenvalue q. Lesovik and Levitov were able to per-
form the challenging calculation of these projections. How-
ever, they were hardly satisfied with the results. For in-
stance, the transferred charge was not quantized in units
of the elementary charge.

This is why in their subsequent paper [3] the same
authors proposed another method of evaluating Pτ (N).
Their scheme invoked a measuring device. As a model de-
vice, they chose a precessing spin-1/2 whose precession
angle should be proportional to the transferred charge.
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The measurement paradigm is then applied to the device.
In this way they were able to obtain a satisfactory defi-
nition of the statistics Pτ (N) with an integer number of
charges transferred. The details of the calculation and a
thorough discussion are presented in [4].

It was clear to the authors of [4] that their definition
of the FCS does not depend on a specific measurement
scheme. However, this fact was not explicitly evident. For
several years this hindered the impact of these outstanding
contributions.

One of the authors has recently proposed a slightly
different calculation scheme of FCS that does not invoke
any measuring device but still leads to the same results [5].
The observation was that the cumulants of the current
can be obtained as non-linear responses of a system to a
fictitious field that can only be defined in the framework of
the Keldysh diagrammatic technique [6]. The calculation
of FCS can be accomplished with a slight extension of
the Keldysh technique. This meant some progress since
the methods of the Keldysh technique are well elaborated
and can be readily applied to a variety of physical systems
and situations.

More recently, it has been shown, that a statistics very
similar to the one defined in [4] can also be obtained with-
out explicitly modeling a charge detector, as a property of
the current conductor only [7].

In [8] the charge transfer between two superconductors
has been addressed. The problem can be tackled with an
extension of the above-mentioned Keldysh technique. The
expressions for Pτ (N) were obtained. Albeit the authors
have encountered a significant difficulty in understanding
the results in classical terms, using the schemes proposed
in [3,7]. The calculation gave negative probabilities. This
indicates that the results cannot be interpreted without
invoking a quantum description of a detector.

All this suggests that the quantum mechanical concept
of counting statistics shall be refined and the generality of
previously used definitions shall be accessed. This is done
in the present article.

To preserve generality, we analyze the counting statis-
tics of an arbitrary quantum mechanical variable A. Then
the result does not have to be discrete, and, strictly speak-
ing, no counting takes place. We keep the term “counting”
for historical reasons.

We introduce a detector whose read-off we can inter-
pret as the statistics of

∫
dt Â(t) and we determine its

quantum mechanical time evolution. It turns out, that
the answer does not depend on the details of the detector.
This allows for a formal separation of the measured system
from the measuring device. We develop an exact quantum
mechanical description of the measurement setup in terms
of a path integral over detector variables and derive our
results from this description. We show that a classical in-
terpretation of FCS is only possible in the presence of
a certain symmetry. For the FCS of the electric current,
this symmetry is gauge invariance. The probability distri-
bution reduces in this case to the form found in [4]. In
superconductors gauge invariance is broken and the FCS
must be interpreted along quantum mechanical lines.

It is the main message of our paper that this interpre-
tation problem does not make the concept of full counting
statistics useless and/or unphysical. We show that it is
the FCS that completely determines the evolution of the
density matrix of the detector. We show thereby that the
statistics is observable in experiments. We propose and
discuss two concrete measuring schemes.

The paper is organized as follows. We start with a gen-
eral compact discussion of the interpretation problems.
We present our detection model in Section 3. It is ana-
lyzed in the subsequent section. Section 5 defines the FCS
and gives its interpretation. The subsequent sections pro-
vide examples of the FCS for a system in the ground state,
a normal conductor and a harmonic oscillator. We char-
acterize the FCS in Sections 9 and 10 where two concrete
schemes are discussed that allow it to be measured exper-
imentally.

2 General discussion

It is not a priori clear why the operator definition (1)
produces senseless results. We list below possible intuitive
reasons for this. To start with, the paradigm concerns an
instant measurement. The operator definition (1) is not
local in time and accumulates information about the quan-
tum state of the system for a (long) interval of time. The
applicability of the paradigm is therefore not obvious. For
instance, the averages of powers of Q̂tr can be expressed
in terms of correlators of currents

〈Q̂N
tr〉 =

∫ τ

0

dt1...dtN 〈Î(t1)Î(t2)...Î(tN )〉· (2)

Usually causality comes into quantum mechanics via time
ordering of operator products. There is no time order-
ing of current operators in (2). This may indicate implicit
problems with causality. The second reason is as follows. It
seems obvious that the time integral of Î can be associated
with a physical operator of charge. For an arbitrary oper-
ator Â it may be difficult to find such a physical associate.
Still, integrals of Â can be measured, and the statistics of
them can be accumulated.

In view of this problem it seems to be necessary to
model the measurement process in order to define a statis-
tics of time averages. This has been done in [3] by intro-
ducing the spin-1/2 detector. Since within this detection
model the described interpretation problems (“negative
probabilities”) [8] arose, here we will refine the model [9].
We adopt a detector model that has already been used by
John von Neumann in an analysis of the quantum mea-
surement process [10]. We introduce a detector variable x,
whose operator x̂ commutes with all operators of the sys-
tem to be measured. We assume that the canonically con-
jugated variable, q, ([x̂, q̂] = i, in units with � = 1) can
be measured according to the paradigm. Next we intro-
duce an interaction between the system and the detector
in a way that in the time interval (0, τ) the Heisenberg
equation of motion reads

˙̂q(t) = Â(t), (3)
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simulating equation (1). In this way we avoid all possible
difficulties of misinterpreting the paradigm. The integral
of A(t) is now correctly associated with an operator that
can a priori be measured.

However, there is a price to pay. As we show below, the
FCS can be defined in this way as an operator that relates
the density matrices of the detector before and after the
measurement. In general, it is not the same as the prob-
ability distribution of shifts of the detector momentum
which can be associated with probabilities of

∫ τ

0
dt Â(t)

in the classical limit. The FCS can be interpreted in such
terms only under certain conditions, which are satisfied
for the statistics of current in normal metal conductors.

To make the detector more realistic and thus show the
generality of the results, one shall introduce some internal
dynamics of the detector variable. These dynamics would
make the detector a non-ideal one: the readings may dif-
fer from the definitions (1) and (3). The path integral
approach we describe below provides the most convenient
way to incorporate these internal dynamics.

3 Model

The detector in our model consists of one degree of free-
dom x (with a conjugated variable q) with the Hamilto-
nian q̂2/2m. The system shall be coupled to the position x
of the detector during the time interval [0, τ ] and be de-
coupled adiabatically for earlier and later times. For this
we introduce a smooth coupling function ατ (t) that takes
the value 1 in the time interval [0, τ ] and is zero beyond
the interval [t1, t2] (t1 < 0 and t2 > τ). The values for
t1 < t < 0 and τ < t < t2 are chosen in a way that
provides an adiabatic switching. The entire Hamiltonian
reads then

H(t) = Ĥsys − ατ (t)x̂Â +
q̂2

2m
· (4)

The Heisenberg equation of motion for the detector mo-
mentum q

˙̂q(t) = ατ (t)Â(t) (5)

suggests, that the statistics of outcomes of measurements
of the detector’s momentum after having it uncoupled
from the system corresponds to the statistics of the time
average

∫ τ

0 dt Â(t) that we are interested in.
The coupling term can be viewed as a disturbance of

the system measured by the detector. To minimize this
disturbance, one would clearly like to concentrate the de-
tector wave function around x = 0. The uncertainty prin-
ciple forbids, however, to localize it completely. Thereby
one would loose all information about the detector mo-
mentum, which is to be measured. This is a fundamental
limitation imposed by quantum mechanics, and we are go-
ing to explore its consequences step by step. To discern it
from a classical back action of the detector we take the
limit of a static detector with m → ∞, such that ˙̂x = 0
and any classical back action is ruled out.

4 Approach

To predict the statistics of measurement outcomes in our
detection model we need the reduced density matrix of the
detector after the measurement, at t > t2. If there were
no system to measure we could readily express it in the
form of a path integral in the (double) variable x(t) over
the exponential of the detector action. This is still possible
in the presence of a system coupled to the detector [11].
The information about the system to be measured can be
compressed into an extra factor in this path integral, the
so-called influence functional. This makes the separation
between the detector and the measured system explicit. To
make contact with [4], we write the influence functional
as an operator expression that involves system degrees of
freedom only. We denote the initial detector density ma-
trix (at t < t1) by ρin(x+, x−) and the final one (at t > t2,
after having traced out the system’s degrees of freedom)
by ρf (x+, x−). R̂ denotes the initial density matrix of the
system. The entire initial density matrix is assumed to
factorize, D̂ = R̂ρ̂in.

We start out by inserting complete sets of states into
the expression for the time development of the density
matrix

ρf (x+, x−) = Tr
System

〈
x+

∣∣∣∣∣−→T e−i
∫ t2

t1
dt

[
Ĥsys−ατ (t)x̂Â+q̂2/2m

]

×D̂
←−
T ei

∫ t2
t1

dt
[
Ĥsys−ατ (t)x̂Â+q̂2/2m

]∣∣∣∣∣x−
〉
· (6)

Here,
−→
T (
←−
T ) denotes (inverse) time ordering. As complete

sets of states, we choose product states of any complete set
of states of the system and alternatingly complete sets of
eigenstates of the position or the momentum operator of
the detector. These intermediate states allow us to replace
the position and momentum operators in the time devel-
opment exponentials by their eigenvalues. We can then do
the integrals over the system states as well as the momen-
tum integrals and arrive at the expression

ρf
(
x+, x−)

=∫
D [

x+
]

x+(t2)=x+

D [
x−]

x−(t2)=x−
ρin

[
x+(t1), x−(t1)

]
e−iSDet([x+],[x−])

× Tr
System

−→
T e−i

∫ t2
t1

dt
[
Ĥsys−ατ (t)x+(t)Â

]

×R
←−
T ei

∫ t2
t1

dt
[
Ĥsys−ατ (t)x−(t)Â

]
(7)

with the detector action

SDet([x+], [x−]) = −
∫ t2

t1

dt
m

2
[
(ẋ+)2 − (ẋ−)2

]
. (8)

We rewrite the expression as

ρf (x+, x−) =
∫

dx+
1 dx−

1 K(x+, x−; x+
1 , x−

1 , τ)ρin(x+
1 , x−

1 )

(9)
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with the kernel

K(x+, x−; x+
1 , x−

1 , τ) =∫
D[x+]

x+(t2)=x+,x+(t1)=x+
1

D[x−]
x−(t2)=x−,x−(t1)=x−

1

×ZSys([ατx+], [ατx−]) e−iSDet([x
+],[x−]) (10)

that contains the influence functional

ZSys([χ+], [χ−]) =

Tr
System

−→
T e−i

∫ t2
t1

dt
[
Ĥsys−χ+(t)Â

]
R̂
←−
T ei

∫ t2
t1

dt
[
Ĥsys−χ−(t)Â

]
.

(11)

Taking the limit of an infinite detector mass, we find that
SDet in equation (10) suppresses all fluctuations in the
path integral. In the Appendix we show that the kernel
K(x+, x−, x+

1 , x−
1 , τ) becomes local in position space,

K(x+, x−, x+
1 , x−

1 , τ) =

δ(x+ − x+
1 ) δ(x− − x−

1 ) P (x+, x−, τ) (12)

with

P (x+, x−, τ) =

Tr
System

−→
T e−i

∫ t2
t1

dt
[
Ĥsys−ατ (t)x+Â

]
R̂
←−
T ei

∫ t2
t1

dt
[
Ĥsys−ατ (t)x−Â

]
.

(13)

It is constructive to rewrite now the density matrices
in the Wigner representation

ρ(x, q) =
∫

dz

2π
e−iqz ρ

(
x +

z

2
, x− z

2

)
(14)

and define

P (x, q, τ) =
∫

dz

2π
e−iqz P

(
x +

z

2
, x− z

2
, τ

)
. (15)

This gives the convenient relation

ρf (x, q) =
∫

dq1 P (x, q − q1, τ) ρin(x, q1). (16)

5 Interpretation of the FCS

We adopt the relations (13, 15) and (16) as the defini-
tion of the FCS of the variable A. Let us see why. First
let us suppose that we can treat the detector classically.
Then the density matrix of the detector in the Wigner
representation can be interpreted as a classical probabil-
ity distribution Π(x, q) to be at a certain position x with
momentum q. This allows for a classical interpretation of
P (x, q, τ) as the probability to have measured q =

∫ τ

0 A(t).
Indeed, one sees from (15) that the final Π(x, q) is ob-
tained from the initial one by shifts in q, P (x, q, τ) being
the probability distribution of those shifts.

In general, the density matrix in the Wigner repre-
sentation cannot be interpreted as a probability to have
a certain position and momentum since it is not positive.
Concrete calculations given below illustrate that P (x, q, τ)
does not have to be positive either. Consequently, it can-
not be interpreted as a probability distribution. Still it
predicts the results of measurements according to equa-
tion (16).

There is, however, an important case when a classical
interpretation of P (x, q, T ) as a probability distribution
is indeed applicable. It is the case that P (x, q, τ) does
not depend on x, P (x, q, τ) ≡ P (q, τ). Then, integrating
equation (16) over x, we find

Πf (q) =
∫

dq′ P (q − q′, τ) Πin(q′) (17)

with Π(q) ≡ ∫
dx ρ(x, q). Therefore, the FCS in this spe-

cial case is the kernel that relates the probability distri-
butions of the detector momentum before and after the
measurement, Πin(q) and Πf(q), to each other. Those
distributions are positive and so is P (q, τ).

When studying the FCS of a stationary system and
the measurement time τ exceeds time scales associated
with the system, the operator expression in equation (13)
can be seen as a product of terms corresponding to time
intervals. Therefore in this limit of τ →∞ the dependence
on the measuring time can be reconciled into

P (x+, x−, τ) = e−E(x+,x−)τ (18)

where the expression in the exponent is supposed to be
large. Then the integral (15) that defines the FCS can
be evaluated by the saddle point approximation. Defining
the time average Ā = q/τ , that is, Ā is the result of a
measurement of

∫ τ

0 A(t)dt/τ , the FCS can be recast into
the from

P (x, Ā, τ) = e−Ẽ(x,Ā)τ (19)

where Ẽ is defined as the (complex) extremum with re-
spect to (complex) z:

Ẽ = extr
z

{
E

(
x +

z

2
, x− z

2

)
+ iĀz

}
· (20)

The average value of Ā and its variance (noise) can be
expressed in terms of derivatives of E :

〈
Ā

〉
= − lim

z→0

∂E (x + z/2, x− z/2)
i∂z

;

τ
〈〈

Ā2
〉〉

= lim
z→0

∂2E (x + z/2, x− z/2)
∂z2

· (21)

More generally, the quantity P (x+, x−, τ) is the gener-
ating function of moments of q. It is interesting to note
that in general this function may generate a variety of mo-
ments that differ in the time order of operators involved,
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for instance,

QN
M =(−1)M iN lim

x±→0

∂M

∂(x−)M

∂N−M

∂(x+)N−M
P

(
x+, x−, τ

)
=

∫ τ

0

dt1...dtN

〈←−
T {A(t1)...A(tM )}

×−→T {A(tM+1)...A(tN )}
〉
· (22)

The moments of (the not necessarily positive) P (0, q, τ)
are expressed through these moments and binomial coef-
ficients,

Q(N) ≡
∫

dq qNP (0, q, τ) = 2−N
∑
M

(
N

M

)
QN

M . (23)

6 FCS of a system in the ground state

To acquire a better understanding of the general relations
obtained we consider now an important special case. We
will assume that the system considered is in its ground
state |g〉, so that its initial density matrix is R̂ = |g〉〈g|. In
this case the FCS is easily calculated. We have assumed
that the coupling between the system and the detector
is switched on adiabatically. Then the time development
operators in (13) during the time interval t1 < t < 0
adiabatically transfer the system from |g〉 into the ground
state |g(x±)〉 of the new Hamiltonian Ĥsys − x±Â. In the
time interval 0 < t < τ the time evolution of the resulting
state then has the simple form

e−it(Ĥsys−x± Â) |g(x±)〉 = e−itE(x±) |g(x±)〉· (24)

Here, E(x±) are the energies corresponding to |g(x±)〉.
This gives the main contribution to the FCS if the mea-
surement time is large and the phase acquired during the
switching of the interaction can be neglected in compari-
son with this contribution,

P
(
x+, x−, τ

)
= e−iτ [E(x+)−E(x−)]. (25)

We now assume the function E(x) to be analytic and ex-
pand it in its Taylor series. We also re-scale q as above,
Ā = q/τ . So, we have for the FCS

P
(
x, Ā, τ

)
=

∫
dz e−izĀτe−iτ [E′(x)z+E′′′(x)z3/24+...].

(26)
First we observe that P (x, Ā, τ) is a real function in this
case, since the exponent in (26) is anti-symmetric in z. A
first requirement for being able to interpret it as a proba-
bility distribution is therefore fulfilled. However, the same
asymmetry assures that all even cumulative moments of Ā
are identically zero, whereas the odd ones need not be.
On the one hand, since the second moment corresponds
to the noise and the ground state cannot provide any, this
makes sense. On the other hand, this would be impossible
if P (0, Ā, τ) were a positive probability distribution unless
it had no dispersion at all.

Belzig and Nazarov [8] encountered this situation an-
alyzing the FCS of a super-conducting junction. In a cer-
tain limit the junction becomes a Josephson junction in its
ground state. In this limit the interpretation of the FCS as
a probability distribution does not work any longer. For-
tunately enough, the relation (16) allows us to interpret
the results obtained.

In the limit τ → ∞ of equation (26) terms involving
higher derivatives of E(x) are negligible and we have

lim
τ→∞ P

(
x, Ā, τ

)
= δ

[
Ā + E′(x)

]
. (27)

According to the Hellman-Feynman theorem E′(x) =
−〈g(x)|Â|g(x)〉. As one would expect, in this limit the
measurement gives the expectation value of the opera-
tor Â in a ground state of the system that is somewhat
altered by its interaction with the detector at position x.
Therefore the resulting dispersion of A will be determined
by the initial quantum mechanical spread of the detec-
tor wave function. The error of the measurement stems
from the interaction with the detector rather than from
the intrinsic noise of the measured system.

7 FCS of electric current in a normal
conductor

A complementary example is a normal conductor biased at
finite voltage. This is a stationary non-equilibrium system
far from being in its ground state. Here we do not intend
to go to the microscopic details of the derivation. Our
immediate aim is to make contact with the approaches
of references [4,5]. We keep the original notations of the
references wherever it is possible.

The starting points of the approaches differ much.
Levitov and Lesovik propose a detector model where the
z-component of a spin-1/2 creates a local vector potential
felt by the electrons. This corresponds to a total Hamil-
tonian of the form

Ĥ = Ĥsys − λ

2e
σ̂z Î

which is studied at different coupling constants λ. Refer-
ence [5] starts with an extension of the Keldysh technique
to only formally defined systems where the evolution of
the wave function in different time directions is governed
by two different Hamiltonians

Ĥ± = Ĥsys ± χÎ (28)

and shows that the so defined Green functions can be used
to generate moments of Î. This shall be compared with our
detection model.

Despite different starting points, all three approaches
quickly concentrate on the calculation of the quantity〈

exp
[
i
(
Ĥsys − x+Î

)
τ
]
exp

[
−i

(
Ĥsys − x−Î

)
τ
]〉
·
(29)
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This quantity is denoted by χ(λ) in [4] and by
exp[−S(χ)] in [5]. It corresponds to our definition of the
FCS equation (13) and we see now that the final result
does not depend on the starting point.

As a concrete example we consider the FCS of the cur-
rent in a phase-coherent conductor which is characterized
by a set of transmission coefficients Tn (Eq. (37) of [3]).
In general, the answer is expressed in terms of energy-
dependent electron filling factors nR(L) on the right (left)
side of the conductor,

ln P
(
x+, x−, τ

)
=

τ

2π

∑
n

∫ +∞

−∞
dE ln

[
1 + Tn

(
eie(x−−x+) − 1

)
nR (1− nL)

+Tn

(
eie(x+−x−) − 1

)
nL (1− nR)

]
. (30)

This expression depends on x+ − x− only. This is a
direct consequence of gauge invariance. Indeed, in each of
the Hamiltonians the coupling term is the coupling to a
vector potential localized in a certain cross-section of the
conductor. The gauge transform that shifts the phase of
the wave functions by ex± on the right side of the con-
ductor, eliminates this coupling term. This transform was
explicitly implemented in [5]. Since there are two Hamilto-
nians in the expression, the coupling terms cannot be elim-
inated simultaneously provided that x+ �= x−. However,
the gauge transform with the phase shift e(x+ + x−)/2
makes the coupling terms depending on x+ − x− only.

Since P (x+, x−, τ) depends on x+ − x− only, the FCS
P (x, q, τ) does not depend on x. As we have seen in Sec-
tion 5, this enables one to interpret the FCS as a proba-
bility distribution.

Superconductivity breaks gauge invariance, thus mak-
ing such an interpretation impossible.

8 FCS of a harmonic oscillator

Let us now illustrate the proposed measuring process with
a simple example. We consider a detector that couples
to the position of a harmonic oscillator in its ground
state. The Hamiltonian of the system is then Ĥ0 =
Q̂2

2M + 1
2Mω2X̂2 and Â = X̂ will be measured. The en-

tire Hamiltonian in the measurement period reads then

Ĥ =
Q̂2

2M
+

1
2
Mω2X̂2 − x̂ X̂. (31)

The perturbed ground state |g(x)〉 in this simple exam-
ple is obtained by shifting the original ground state wave
function by x/Mω2 in X-representation. Its energy is
Eg(x) = Eg(0)− 1

2Mω2 x2. We then find from (27), that

P (x, q, τ) = δ
(
q − xτ/Mω2

)
. (32)

Following our first classical interpretation of P (0, q, τ) we
would now conclude, that a harmonic oscillator in its

ground state does not transmit any fluctuations of its po-
sition variable to the detector and that the detector’s wave
function is not altered by the oscillator. Calculating, how-
ever, the read-off of the detector with a Gaussian wave of
uncertainty �q in the momentum as the initial state of
the detector,

ρin(x, q) = exp

[
− q2

2 (�q)2
− 2 (�q)2 x2

]
, (33)

we find for the final momentum distribution

Πf (q) = exp

[
− q2

2 (�q)2 + τ2/2M2ω4 (�q)2

]
· (34)

The uncertainty �qf of the final detector momentum in-
creases in time,

(�qf
)2

= (�q)2 +
τ2

4M2ω4 (�q)2
, (35)

in contradiction to our first interpretation of equa-
tion (32). A�qf that is growing with the detection time τ
seems to imply that the detector does sense noise in the
oscillator variable X . The true origin of this is, how-
ever, the interaction of the measured system with the
detector. The detector position is spread over an inter-
val �x � 1/2�q. Since the oscillator is in its ground
state the resulting disturbance drives it into ground states
of new Hamiltonians Ĥ0 + xX̂ . For every detector influ-
ence x a different expectation value E′(x) = 〈g(x)|X̂ |g(x)〉
is measured. The read-off of the detector will then be a
superposition of measurement outcomes corresponding to
all those different influences. As a result, the uncertainty
in the detector momentum grows with time, (�qf )�x ≈
τ�x ∂〈g(x)|X̂ |g(x)〉/∂x. We conclude that the the quan-
tum fluctuations of the detector set an upper bound on
the accuracy of the measurement process. It vanishes if
the FCS is x-independent and a classical interpretation of
the process is possible.

9 Characterization of the FCS. First scheme

As we have already seen, the statistics P (x, q, τ) proposed
above allows to predict the outcomes of measurements
within our detection model and it resolves the inconsis-
tencies that arose in earlier interpretations. It remains to
be shown now, that it is real in the sense that it is exper-
imentally observable.

For a first scheme of measuring the FCS we start from
relation (16) between the initial and the final density ma-
trix. Writing this equation in (x+, x−)-space, we find that

P (x+, x−, τ) =
ρf (x+, x−)
ρin(x+, x−)

(36)

or

P (x, q, τ) =
∫

dz

2π
eiqz ρf (x + z/2, x− z/2)

ρin(x + z/2, x− z/2)
· (37)
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We would already be done if we could measure all ele-
ments of the detector’s final and initial density matrices.
This is not possible in general, however. By successively
measuring a certain observable we can measure the diago-
nal elements of the density matrix in a basis of eigenstates
of that observable, but not the off-diagonal entries. We can
therefore measure the functions Π(q), but not ρ̂ itself.

The key idea that we will pursue to solve this problem
is to repeat the same measurement many times for shifted
but otherwise identical initial detector density matrices.
We suggest to repeat the measurement of the final mo-
mentum distribution Πf (q) for a number of initial density
matrices that differ only in the expectation value x0 of the
position of the detecting particle and define the function

Γ f(x0, q, τ) =
∫

dx dq′ P (x, q − q′, τ) ρin(x− x0, q
′).

(38)
This way we expose the system during the measurement
to different detector influences and one can hope that by
doing so this influence can be identified and eliminated by
a deconvolution procedure. Defining the Fourier transform
of Γ f (x0, q, τ) with respect to both of its variables

Γ̃ f(q0, z, τ) ≡ 1
2π

∫
dx0 dq eix0q0−izq Γ f (x0, q, τ) (39)

we find, that the FCS can indeed be reconstructed from
this function by means of the relation

P (x, q, τ) =
1
2π

∫
dq0 dz eiqz−iq0x Γ̃ f (q0, z, τ)

ρ̃in(q0, z)
(40)

where

ρ̃(q0, z) ≡
∫

dx eiq0x ρ
(
x +

z

2
, x− z

2

)
· (41)

To interpret the result of the measurement, we still have
to know the full initial density matrix of the detector.
This should be feasible, however. One might either pre-
pare the detector initially in a specific, well-known state,
or one might let the detector equilibrate with an envi-
ronment. The initial density matrix is then stationary,
0 = [ρ̂in, Ĥ ] ∝ [ρ̂in, q̂2], it is diagonal in a basis of mo-
mentum eigenstates and can be determined by a momen-
tum measurement only. We conclude that the FCS is an
observable.

To illustrate the procedure we apply it now to the ex-
ample of a harmonic oscillator. The final momentum dis-
tribution with shifted initial detector states is

Γ f(x0, q, τ) = exp
[
− (q − x0τ/Mω2)2

(2(�q)2 + τ2/2M2ω4(�q)2)

]
·

(42)
On transforming this into Fourier space it becomes

Γ̃ f (q0, z, τ) =

exp
[
− (�q)2z2

2
− τ2z2

8M2ω4(�q)2

]
δ(q0 − τz/Mω2).

(43)

Employing now equation (40) with ρ̃in(q0, z) =
exp

[−(�q)2z2/2 − q2
0/8(�q)2

]
we indeed recover the de-

sired FCS equation (32).

10 Second scheme

If the system is in one state only, for example its ground
state, or in a mixture of a limited number of discrete
states, one can measure the FCS without knowledge of
the initial detector state. We first assume that the system
is in its ground state. Then we have the explicit expres-
sion (25) for the time evolution and we find, that

Γ f(x0, q, τ) =
∫

dx dz dq′

× e−iz(q−q′)−iτ(E′(x) z+ 1
24E′′′(x) z3+...) ρin(x− x0, q

′),
(44)

Γ f(x0, q, τ) again being the final momentum distribution
for shifted initial detector wave functions. In the limit of
large τ we find with (27) that

lim
τ→∞Γ f(x0, q, τ) ∝

∫
dx ρin(x− x0, q + τE′(x)). (45)

This formula suggests that one can measure the func-
tion E′(x) arbitrarily exactly in the limit of a long mea-
surement time τ by determining the peak of the final mo-
mentum distribution. The only assumption we have to
make about the initial detector density matrix now is,
that it is well centered around x = 0 and that it falls
off sufficiently fast for momenta higher than some arbi-
trary �q. We want ρ̂in to be peaked in x-space such that
E′(x) is measured at the point x0 only (E(x) is assumed
to be analytic). Of course, this means, that the width �q
in momentum space of ρ̂in and therefore also of ρ̂f will be
wide. For big τ , however, the peak position, that increases
linearly in time, can still be detected with arbitrary pre-
cision.

Integrating E′(x) we can then reconstruct the FCS for
arbitrary detection times,

P (x, q, τ) =
∫

dz

2π
exp

{
−iqz − iτ

∫ x+z/2

x−z/2

dx′ E′(x′)

}
·

(46)
When the system is in a mixture of N distinct states, the
expression for P (x, q, τ) is a sum of terms of the form (25)
with different functions En(x). There appear in general N
distinct peaks in the final momentum distribution allow-
ing to record all N functions E′

n(x). Again, one can re-
construct P (x, q, τ) for arbitrary τ .

11 Conclusions

We have studied the statistics of time averages of a quan-
tum mechanical variable A. A simple model describing
a detector without internal dynamics has been employed.
The formalism that we have presented is, however, general
enough to allow for the description of a generic detector.
In our approach, the measurement outcome is expressed
in terms of an object that we have called full counting
statistics (FCS) of the variable A. It is an extension of
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another function proposed earlier in this context. This ex-
tension basically consists of accounting for the detector
influence on the measured system. We find that the in-
terplay of this influence with the quantum nature of the
detector hampers in general a classical interpretation of
the detector read-off. This way we have been able to re-
move inconsistencies (“negative probabilities”) that arose
in earlier interpretations [4]. Finally, we have shown, that
this FCS is not only a theoretical construct that predicts
results of measurements, but that it is an observable itself.

We have benefited from discussions with C.W.J. Beenakker,
W. Belzig, and L.S. Levitov. This work was supported by the
Dutch Science Foundation NWO/FOM.

Appendix A

Here we give a detailed derivation of the infinite mass limit
of the kernel (10).

First, we define a Fourier transformed influence func-
tional

F̃
[
k+, k−, τ

]
=∫

D
[
x+

]
D

[
x−]

F
[
x+, x−, τ

]
ei

∫ t2
t1

dt [x+k+−x−k−]

(A.1)

and correspondingly

K̃
(
q+, q−, q+

1 , q−1 , τ
)

=
∫

dx+ dx− dx+
1 dx−

1

× eix+q+−ix−q−−ix+
1 q+

1 +ix−
1 q−

1 K
(
x+, x−, x+

1 , x−
1 , τ

)
.

(A.2)

The k± are functions on the interval [t1, t2]. Inserting the
identity

exp
{

i

∫ t2

t1

dt
m

2
ẋ2

}
=

∫
D[q] exp

{
i

∫ t2

t1

dt

[
− q2

2m
− qẋ

]}
(A.3)

and using (10) we derive then

K̃(q+, q−, q+
1 , q−1 , τ) =∫
D[q+]

q+(t2)=q+,q+(t1)=q+
1

D[q−]
q−(t2)=q−,q−(t1)=q−

1

F̃ [q̇+, q̇−, τ ]

× exp

{
i

∫ t2

t1

dt
q+2

2m
− q−2

2m

}
· (A.4)

In the infinite mass limit, the kinetic term in this ex-
pression disappears. Now, we change integration variables
from D[q±] to D[q̇±] and call k± = q̇±. Then,

K̃(q+, q−, q+
1 , q−1 , τ) =∫

D[k+]∫ t2
t1

dt k+=q+−q+
1

D[k−]∫ t2
t1

dt k−=q−−q−
1

F̃ [k+, k−, τ ]. (A.5)

We can represent the functions k± by their Fourier
series, k±(t) =

∑∞
n=0 k±

n cos nπ(t− t1)/(t2 − t1). Chang-
ing the integration variables in (A.5) to the coefficients k±

n

in this expansion, we notice, that only the integrals over
the zeroth components k±

0 are constrained by the bound-
ary conditions. We can therefore do all the integrals over
higher Fourier modes in (10) and obtain

K̃(q+, q−, q+
1 , q−1 , τ) =∫

D[k+
n ]

n�=0

D[k−
n ]

n�=0

D[x+
n ] D[x−

n ] F [x+, x−, τ ]

× exp

{
i
t2 − t1

2

∞∑
n=1

(k+
n x+

n − k−
n x−

n )

+ i
[
x+

0 (q+ − q+
1 )− x−

0 (q− − q−1 )
]}· (A.6)

We have also expanded the functions x± in a Fourier se-
ries, x±(t) =

∑∞
n=0 x±

n cos nπ(t− t1)/(t2 − t1).
We see, that the k±

n -integrations result in δ-functions
that constrain the x±

n , n �= 0, to zero and allow us to do
the corresponding x±

n - integrals:

K̃(q+, q−, q+
1 , q−1 , τ) =

∫
dx+

0 dx−
0 ei

[
x+
0 (q+−q+

1 )−x−
0 (q−−q−

1 )
]

× Tr
System

−→
T exp

{
−i

∫ t2

t1

dt
[
Ĥsys − ατx+

0 Â
]}

× R̂
←−
T exp

{
i

∫ t2

t1

dt
[
Ĥsys − ατx−

0 Â
]} · (A.7)

When written in position space this relation is equivalent
with equations (12) and (13). It establishes the locality of
the kernel K(x+, x−, x+

1 , x−
1 , τ).
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